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Abstract
The present investigation examined the effect of avatar representation, choice, and head movement on prosocial behaviors and measures of presence after a virtual reality perspective-taking (VRPT) task. Participants were either represented by a set of virtual hands or had no representation during a VRPT task. Of those with hands, only half were able to choose their skin tone. Results showed that there was no significant advantage to having an avatar representation. However, if participants had an avatar and were able to choose their own skin tone, a higher proportion of participants performed prosocial behaviors and reported higher social presence scores compared with participants who had no choice. Regardless of condition, head rotations significantly predicted petition signatures such that the more participants rotated their heads side to side, the more likely they were to sign the petition. Moreover, when participants do not consistently rotate their head side to side, the proportion of petitions signed is on par with individuals who do not complete a VRPT task at all.
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An extensive line of research in psychology has demonstrated that perspective-taking (i.e. imagining what it would be like to be someone else under specific circumstances) is an effective way of increasing empathy and helping behaviors toward members of stigmatized groups (Batson et al., 1997a). Moreover, perspective-taking tasks have been shown to help reduce prejudice toward out-group members (Todd and Galinsky, 2014) as well as foster positive social bonds between individuals (Galinsky et al., 2005). More recently, researchers have found that virtual reality perspective-taking (VRPT; i.e. experiencing what it is like to be somebody else in an immersive virtual environment (IVE)) can reduce prejudice and bias (Oh et al., 2016a; Peck et al., 2013), increase understanding (Ahn et al., 2013), lead to prosocial behaviors (Rosenberg et al., 2013), and improve attitudes toward specific social targets up to 2 months after the VRPT task (Herrera et al., 2018).

IVEs are fully immersive, digital environments that allow users to interact with virtual content in real time and often lead to feelings of spatial presence. Spatial presence refers to the feeling of being inside a virtual environment (Steuer, 1992). Given any scenario can be coded and presented to the user from any perspective, IVEs help users viscerally experience specific situations and understand what it would be like to be someone else without having to rely on their imagination or preconceived biases. Past research in this area has provided evidence that VRPT tasks can increase empathy for many different social targets, namely, the elderly (Yee and Bailenson, 2006), schizophrenics (Kalyanaraman et al., 2010), and the homeless (Herrera et al., 2018).

Research has also shown that VRPT can reduce implicit racial biases for specific social targets when participants are able to control an avatar that looks like the social target with their own body (Peck et al., 2013). This is particularly prescient given past research has found that avatar representation (i.e. digital representations of users that are controlled in real time) can affect the way that users interact with others and influence behavior inside and outside IVEs (Yee et al., 2009). However, not all VRPT tasks afford an avatar representation. For example, Herrera et al. (2018) showed that a VRPT task where users did not have an avatar increased empathy and improved attitudes toward the homeless. As such, the role, if any, that avatars play during VRPT tasks remains unclear. Moreover, past research has shown that having the ability to choose and customize an avatar can lead to increased arousal (Lim and Reeves, 2009) and identification with the avatar being used (Klimmt et al., 2009). Yet, despite growing literature supporting VR as an effective empathy tool for multiple social targets, no study to date has assessed the effect that the presence or absence of an avatar representation or avatar choice (i.e. user’s ability to choose specific aspects of their avatar) during VRPT tasks have on prosocial behaviors.

In addition, there is a growing line of research examining the effect that user movement during VR experiences has on affect (Li et al., 2017). However, most of this work has small sample sizes and has focused on examining the relationship between movement and emotional states (Won et al., 2016), rather than movement and subsequent behavior outside of VR. Thus, the current investigation focuses on (1) examining the effect that avatar representation and choice have on prosocial behaviors as well as social presence, spatial presence, and body transfer and (2) exploring the relationship between head movement and prosocial behaviors with a large, demographically diverse sample.
Avatar representation and choice

In non-immersive virtual worlds, such as online games and video games, research has shown that users tend to give preference to avatars that resemble them in some way, and that this resemblance leads to more in-game enjoyment (Trepte and Reinecke, 2010) and identification with their avatar (Klimmt et al., 2009). A study by Lim and Reeves (2009) compared the effect of being able to choose your own avatar on subjective evaluations of game experiences. Results demonstrated that being able to choose the avatar that will represent you during game-play led to higher arousal and more positive feelings about the game experience, especially for male players.

Within IVEs, past research has demonstrated that users take ownership of their avatars and exhibit similar neurological responses when their virtual body is threatened in comparison with when their own body is threatened (González-Franco et al., 2014). Studies have shown that participants take ownership of virtual bodies that are completely different from their own (e.g. adults embodying avatars that look like children) as long as there is visuomotor synchrony (i.e. participants see their avatar move exactly as they are moving their physical body in real time; Banakou et al., 2013). In addition, altering users’ avatar representations can lead to behavioral changes. For example, Yee and Bailenson (2007) demonstrated that participants who embodied avatars that were shorter in a negotiation task were more willing to accept unfair offers than their counterparts who embodied taller avatars. An extension of this line of work showed that when participants embodied taller avatars inside a collaborative virtual environment (CVE), the behaviors exhibited inside the virtual environment carried over to the physical world as well (Yee et al., 2009).

Waltenmate et al. (2018) examined the effect that avatar personalization from using photorealistic scans of users had on feelings of body transfer (i.e. the extent users feel their avatar’s body is an extension of their own) as well as spatial presence. Results showed that participants reported higher body transfer and spatial presence when they embodied personalized avatars compared with generic ones even when both the personalized and generic avatars were similar in terms of realism and image quality. Even though a personalized body scan is different than choosing among customized options, these findings provide support for the current study because participants can choose hands that look more like their own. Allowing users to customize their avatar may increase spatial presence which could help users better understand what it is like to be in someone else’s situation. Increased body transfer could further enhance these effects by making users feel like their body is part of the experience as well.

Moreover, it is important to note that some VRPT tasks allow users to interact with other virtual humans inside the IVE. These interactions are specifically designed to help mitigate stereotypes or to show users what it would be like to be treated as someone else (Herrera et al., 2018; Oh et al., 2016a). As such, social presence, the feeling users experience when they believe virtual humans are real people that are in the same virtual environment as them, may play an important role on the effectiveness of VRPT tasks. In social psychology, Allport (1954) proposed the contact hypothesis, which states that intergroup contact under certain conditions can lead to a reduction in prejudice and an increase in understanding. Given virtual contact could also produce these results, social
presence could play a key role in the relationship between VRPT tasks and prosocial behaviors.

**Head movements predict mental states**

Most modern VR systems work by tracking the position and rotation of users’ head and hands, rendering the appropriate perceptual input from the virtual world based on the user’s current position, and displaying the scene to the user through the VR headset. Because most current consumer VR systems need to track users’ head and hand movements 90 times per second to render and display VR content appropriately, researchers are now able to collect large amounts of nonverbal data. Although researchers have studied nonverbal behavior for decades, VR technology now allows researchers to gather and analyze large data sets of nonverbal behavior without having to rely on hand-coding from recoded videos (Bailenson, 2018).

Using these large data sets, past researchers have found that users’ head movements, particularly their head rotations, are diagnostic. For example, they can reveal emotional states (Won et al., 2016), confirm mental health diagnoses (Rizzo et al., 2004), and be used to predict performance (Won et al., 2014a) and interpersonal attraction between two individuals (Herrera et al., 2020). In one study, Won et al. (2014b) asked participants in dyads to collaborate with each other and measured creativity while participant’s nonverbal behavior was tracked. Results showed that higher synchrony between participants’ head movements predicted higher creativity scores. In a different study by Won et al. (2016), students’ head and hand movements were tracked while they attended a virtual class. Results showed that participants’ head rotation, particularly side to side movements, predicted participants’ self-reported anxiety.

Past research has also demonstrated that participants’ head movements are positively correlated with valence and arousal regardless of content when it comes to 360 degree videos (Li et al., 2017). More specifically, the more participants scanned the virtual environment from side to side, the more pleasant and positive they found a 360 degree video, and the more participants moved their head up and down, the more exciting they found a 360 degree video. A different study assessed the effect of behavioral realism (i.e. the degree to which human avatars are able to exhibit naturalistic behaviors in real time the way humans are expected to) and nonverbal behaviors (e.g. head/hand rotations) inside IVEs found that when participants are not able to control their avatar’s body in real time, they tend to move less during the interaction compared with participants who are able to control their avatar (Herrera et al., 2020). Even though head movements seem to be predicting different emotional states, the overall results of these studies offer cogent evidence suggesting nonverbal behavior is both automatic and context dependent, and could potentially be used to predict how participants feel about a particular task and how they behave after the task is done. However, to date, no extant study has empirically assessed the extent to which avatar representation, or lack thereof, affects head movement.

**Present study**

The current investigation sought to (1) examine the effect of avatar representation and choice on body transfer, presence (spatial and social), and whether or not participants
signed a petition after a VRPT task, and (2) explore the relationship between head movement and prosocial behavior. As mentioned above, past research has demonstrated that VRPT can increase empathy and helping behaviors toward specific social targets (Ahn et al., 2013; Rosenberg et al., 2013), that avatar representation affects behavior both inside and outside the virtual environment (Yee et al., 2009), and demonstrated the benefits of being able to choose your own avatar (Klimmt et al., 2009; Lim and Reeves, 2009). Past research has also found a relationship between head movement patterns and multiple mental states (Won et al., 2014a, 2014b, 2016). However, less is known about the relationship between head movement and behavior. Thus, our hypotheses and research questions are as follows:

**Hypothesis 1:** Participants that go through a VRPT task will sign a petition in support of the social target they take the perspective of at higher rates than participants that do not go through a VRPT task at all.

**Hypothesis 2:** Participants who have an avatar representation will (a) sign the petition at higher rates and (b) report higher social presence, spatial presence, and body transfer scores compared with participants that do not have an avatar representation.

**Hypothesis 3:** Participants who are able to choose their avatar representation’s skin tone will (a) sign the petition at higher rates and (b) report higher social presence, spatial presence, and body transfer scores compared with participants who are not given a choice.

**Research Question 1:** Does avatar representation and choice affect the amount of head movement made by participants throughout the VRPT task?

**Research Question 2:** Is participants’ head movement a significant predictor of future prosocial behavior?

It is also important to note that despite the results mentioned above, most psychological studies using VR systems have been conducted in laboratories where sample sizes are small and mostly composed of college students with little demographic variance (Oh et al., 2016b). To address these methodological issues, we gathered a large sample of data from a more diverse population by taking a mobile lab unit outside of the lab and into more naturalistic settings.

**Method**

**Participants**

A total of 937 participants were recruited at a museum in the San Francisco Bay Area \((n=562)\) and a film festival in New York City \((n=375)\). Our sample consisted of 503 males, 422 females, and nine participants who identified as other. Of these participants, 95 (10.14%) were 15–18 years old, 423 (45.14%) were 19–35, 377 (40.24%) were 36–65, and 42 (4.48%) were above 65 years of age. Participation in this study was voluntary and participants did not receive monetary compensation. All recruitment and experimental procedures were approved by (Institution omitted for review)’s Institutional Review Board.
Participants used the HTC Vive head-mounted display (HMD), hand controllers, and headphones. The HMD had a resolution of $1080 \times 1200$ and an update rate of 90 Hz. An optical tracking system (Valve Lighthouse, update rate of 120 Hz) and three 6 degree of freedom sensors were used to track participants’ head position (x, y, and z) and rotation (pitch, yaw, and roll). Figure 1 shows the equipment setup.

The VRPT task used in this study was *Becoming Homeless* (Asher et al., 2018). The VRPT task consists of four slightly different scenes. In the first scene (apartment scene), participants are sitting in their apartment when they learn that they have lost their job and have to sell their belongings to raise enough money for rent. However, they are unable to raise enough money and are evicted. In the second scene (car scene), participants are living out of their car when they are cited for living in their car on public property. In the third scene (bus scene), participants are now traveling on a bus at night for shelter when they learn that there two men who are known to harass homeless people. One man tries to steal their backpack, while the other tries to invade their personal space. In the last scene (virtual human scene), participants are able to interact with other homeless people in the same bus and hear real stories about how the other passengers became homeless. Figure 2 shows the scene progression of the VRPT experience.
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Design and procedure

This study adopted a between-subjects design with four conditions: (1) Control, (2) No Hands, (3) Chosen Hands, or (4) Random Hands. After agreeing to participate, participants were fitted with the HMD and followed a quick tutorial scene where they learned how to select answer choices and interact with the IVE. After participants completed the training scene, they were asked to answer a pre-intervention questionnaire which included demographic questions as well as a question asking about participants’ attitudes toward the homeless. The entirety of the study, including consent, pre and post-questionnaires, and the VRPT task, took place inside the HMD, making this study the first ever self-contained VR study.

Once participants completed the pre-questionnaire, they were randomly selected into one of the four conditions. Participants in the No Hands, Chosen Hands, and Random Hands conditions went through the exact same VRPT task where they experienced *Becoming Homeless*. These conditions differed in the type of avatar representation afforded to participants. Participants in the No Hands condition did not have any type of avatar representation, while participants in the Chosen and Random Hands conditions were represented by a set of hands that mimicked their physical hand movements in real
However, participants in the Chosen Hands condition were able to choose their own skin tone from a sampling of eight tones (Figure 3), while a random skin tone from this sample was assigned to participants in the Random Hands condition. Participants were only represented by a set of virtual hands rather than a full-bodied representation given past research has demonstrated that being able to control the entirety of your avatar representation leads to increased body transfer in comparison with full-bodied avatars that cannot be fully controlled (Herrera et al., 2020).

Participants followed a virtual narrative that allowed them to interact with the IVE and guided them through the experience. Regardless of condition, participants could see a pointer in the form of a white line extending out onto the virtual environment from their physical hands. Participants used their physical hand movements to control this line and to point at objects or virtual humans they wanted to interact with (Figure 4). Participants selected answer choices, objects, or virtual humans by first pointing at them and then pulling the trigger found on the back of the controller. The line would turn green whenever participants hovered over an object or virtual human they could interact with. After the experience, participants completed a post-questionnaire, took the HMD off, and were debriefed.

Unlike the three conditions mentioned above, participants in the Control condition proceeded to the post-questionnaire immediately after they completed the pre-questionnaire. However, since participants in this condition did not go through the VRPT experience prior to answering the post-questionnaire, some questions directly related to the experience itself were omitted. After participants completed all questionnaires, they were able to go through the VRPT experience. Participants in the Control condition
completed the same VRPT experience as participants in the Chosen Hands condition. Their head movements tracked just like the other conditions. Once they were done with the VRPT experience they took off the HMD and were debriefed.

**Measures**

**Attitudes.** Adapted from the work of Batson et al. (1997b), participants were asked the extent to which they cared about the plight of the homeless prior to the VRPT task to gauge attitudes toward the homeless ($M=3.55$, $SD=.83$) using a 5-point Likert-type scale (1 = *not at all*, 5 = *very strongly*).

**Petition signing.** Participants were presented with an excerpt of a proposition supporting affordable housing for vulnerable populations adapted from the work of Herrera et al. (2018). After participants read the excerpt, they were asked whether or not they were willing to sign the petition. Participants who decided to sign the petition used the Vive controller to sign the petition inside the headset. Participants who decided not to sign simply clicked on a button that read “I do not want to sign.”

**Head rotation.** To determine whether avatar representation or choice influenced participant’s head movements in the form of head rotations, participant’s yaw, pitch, and roll rotations were recorded four times per second while participants completed the VRPT
task. Yaw represents the participant’s head movements around the Y-axis (e.g. moving their head side to side as if to say “no” or look over one’s shoulder). Even though yaw can represent negation, it can also represent user’s head rotations to explore the virtual environment surrounding them. Pitch represents the participant’s head movements around the X-axis (e.g. nodding “yes”). Similar to yaw, pitch could be considered a sign of approval, however, it is also a measure of how much participants explore the virtual environment above and below them. Finally, roll represents the participant’s head tilting around the Z-axis (e.g. touching the left ear to the left shoulder or the right ear to the right shoulder). Figure 5 shows these head rotations. Following Won et al. (2016), the extent to which the participant moved their head was calculated by averaging the standard deviations of the rotational data for the duration of the VRPT task. Thus, the standard deviation of yaw reflects the tendency of a participant to rotate their head from left to right during the task.

Social presence. Participants were asked to rate how strongly they felt like they were with other people inside the virtual environment ($M = 3.37, SD = 1.00$) using a 5-point Likert-type scale (1 = not at all, 5 = very strongly). This single item was adapted from the work of Nowak and Biocca (2003).

Spatial presence. Participants were asked to rate how strongly they felt like they were actually inside the virtual environment ($M = 3.25, SD = .96$) using a 5-point Likert-type scale (1 = not at all, 5 = very strongly). This single item was adapted from the work of Bailenson et al. (2005).

Body transfer. Participants were asked to rate the extent to which they felt the hands they saw in the virtual environment were their own ($M = 3.49, SD = .95$). This measure was adapted from the work of Slater et al. (2010).

Results

An aligned-rank transform analysis of variance test was used in lieu of an analysis of variance (ANOVA) given the self-report data collected was ordinal (Wobbrock et al., 2011). All significant effects of condition on the outcome variables were followed up with three planned orthogonal contrasts that specifically tested our hypotheses. We predicted (1) that going through a VRPT task will be more effective at eliciting prosocial behaviors than not going through a VRPT task at all (VRPT conditions vs Control), (2) that having virtual hands would be more effective than having no hands (i.e. Chosen and Random Hands conditions vs No Hands condition), and (3) that being able to choose your own skin tone would be more effective than being assigned a random skin tone (i.e. Chosen Hands vs Random Hands). The means and standard deviations of the outcome variables and the proportion of petitions signed by condition are summarized in Table 1.

Attitudes

Results showed that there was no significant difference on attitudes toward the homeless between conditions before the study, $F(3, 933) = .81, p = .486$. These results show
that random assignment was successful. In addition, there were no differences across conditions in terms of age, $F(3, 933) = 1.18$, $p = .313$, or gender, $F(3, 933) = 1.13$, $p = .338$. 

**Figure 5.** Representations of head rotations. Top: pitch; middle: yaw; bottom: roll.
Petition signing

There was a significant effect of condition on the proportion of petitions signed (Fisher’s exact test: \( p = .022 \)). The first planned contrast (Control vs any VRPT condition) showed that there was a marginally significant effect of VRPT on petitions signed (\( z = 1.78, p = .074 \)) such that a higher proportion of participants who experienced any kind of VRPT signed the petition, supporting Hypothesis 1. However, there was no significant difference between the No Hands and the Hands conditions (\( z = 1.78, p = .318 \)), rejecting Hypothesis 2a. The last planned contrast between the Hands conditions showed that a significantly higher proportion of participants in the Chosen Hands condition signed the petition in comparison with the Random Hands condition (\( z = 2.46, p = .016 \)), supporting Hypothesis 3a.

Social presence

There was a marginally significant difference between conditions on social presence scores, \( F(2, 696) = 2.90, p = .056 \). Results from planned contrasts demonstrated that there was no significant difference in social presence scores between participants in the No Hands and the Hands conditions (i.e. Chosen and Random Hands; \( b = .542, t(696) = .016, p = .916 \)) rejecting Hypothesis 2b. However, there was a significant difference between Chosen and Random Hands, \( b = 21.49, t(936) = 2.41, p = .016 \), with participants in the Chosen Hands condition reporting higher social presence scores, partially supporting Hypothesis 3b. Social presence was not significantly correlated with yaw head movements (\( r = .06, p = .092 \)).

Spatial presence and body transfer

There was no significant difference between conditions on spatial presence, \( F(2, 696) = 2.25, p = .106 \), or body transfer scores, \( F(2, 696) = 1.33, p = .266 \), rejecting Hypothesis 2b and

### Table 1. Means and standard deviations for all outcome variables by condition.

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>No Hands</th>
<th>Chosen Hands</th>
<th>Random Hands</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n = 238 )</td>
<td>( n = 236 )</td>
<td>( n = 234 )</td>
<td>( n = 229 )</td>
<td></td>
</tr>
<tr>
<td><strong>M</strong></td>
<td><strong>SD</strong></td>
<td><strong>M</strong></td>
<td><strong>SD</strong></td>
<td><strong>M</strong></td>
</tr>
<tr>
<td>Attitudes toward the homeless</td>
<td>3.54 .79</td>
<td>3.47 .82</td>
<td>3.61 .84</td>
<td>3.56 .84</td>
</tr>
<tr>
<td>Social presence</td>
<td>N/A N/A</td>
<td>3.36 1.03</td>
<td>3.48 .99</td>
<td>3.26 .97</td>
</tr>
<tr>
<td>Spatial presence</td>
<td>N/A N/A</td>
<td>3.29 .98</td>
<td>3.33 .96</td>
<td>3.14 .93</td>
</tr>
<tr>
<td>Body transfer</td>
<td>N/A N/A</td>
<td>3.49 1.02</td>
<td>3.55 .92</td>
<td>3.43 .92</td>
</tr>
<tr>
<td>Yaw</td>
<td>79.82 15.95</td>
<td>80.24 14.85</td>
<td>81.32 15.97</td>
<td>80.87 14.08</td>
</tr>
<tr>
<td>Proportion of petitions signed</td>
<td>166 of 238 (69.7%)</td>
<td>173 of 236 (73.3%)</td>
<td>190 of 234 (81.2%)</td>
<td>164 of 229 (71.6%)</td>
</tr>
</tbody>
</table>

\( SD \): standard deviation.
partially rejecting Hypothesis 3b. Given there was no significant effect of condition on these measures, the three planned contrasts were not conducted. Moreover, spatial presence ($r = .02$, $p = .503$) and body transfer ($r = .04$, $p = .200$) were not significantly correlated with yaw head movements, indicating that head movements were not a proxy for measures of presence or body transfer.

The effect of condition on petition signing was not mediated by body transfer, ACME = .001, 95% CI = [–.004, .01], $p = .68$; social presence, ACME = .003, 95% CI = [–.001, .01], $p = .20$; or spatial presence, ACME = .0004, 95% CI = [−.003, .01], $p = .69$.

### Head rotation

There was no significant effect of condition on the amount of general head rotation exhibited by participants across conditions, $F(3, 933) = .447, p = .72$, indicating that our experimental manipulations did not affect the amount of movement exhibited by participants across conditions. However, whether or not participants signed the petition regardless of condition was significantly predicted by participants’ yaw head movements, $b = .024, z(936) = 4.99, p < .001$, such that the more participants moved their heads from side to side during the VRPT task, the more likely it was that they would sign the petition. Pitch, $b = −.039, z(936) = −1.54, p = .123$, and roll, $b = −.007, z(936) = −.423, p = .674$, were not significant predictors of petition signing.

Analysis of participants’ head movements by scene revealed that it was participants’ yaw rotations in the last two scenes of the VRPT experience, that is, bus scene, $b = .008, z(936) = 3.52, p < .001$, and virtual human scene, $b = .009, z(936) = 3.88, p < .001$, that significantly predicted signing. The first two scenes did not predict petition signing, apartment scene, $b = .006, z(936) = .46, p = .644$, and car scene, $b = .004, z(936) = 1.23, p = .219$.

### High versus low movers

Given participants’ head movements predicted petition signing, and that a similar proportion of participants signed the petition between the Control (69.7%), No Hands (73.3%), and Random Hands (71.6%) conditions, an exploratory analysis was conducted to understand how head movement influenced behavior. Participants across the three VRPT conditions were divided into two levels of movement, high and low based on their yaw rotations, and compared with the Control condition using a median split (Iacobucci et al., 2015). Table 2 shows the proportion of petitions signed based on high and low movers compared with the Control condition. A chi-square test of proportions revealed that there was a significant difference between these three groups, $X^2(2) = 12.98, p = .002$,
with high movers signing a significantly higher proportion of petitions (80.7%) compared with low movers (70.2%; Fisher’s exact test: $p = .002$) and the Control condition (69.7%; Fisher’s exact test: $p = .003$). However, there was no difference between the proportion of participants who were low movers and participants in the Control condition (Fisher’s exact test: $p = .927$). These results indicate that when participants do not move as part of their VRPT experience (regardless of avatar representation and choice), there is no difference in prosocial behavior between low movers and participants in the Control condition.

Even though participants in the Control condition answered the petition question before they completed the VRPT task, their tracking data during this task were still collected. Post hoc analyses show that there was no significant difference in the proportion of petitions signed between the high and low movers of the Control condition (Fisher’s exact test: $p = .158$). Table 3 shows the proportion of petitions signed within the Control condition between high and low movers.

### General discussion

This study extends previous literature by being the first to examine the effect that avatar representation, choice, and head movements had on prosocial behaviors, measures of presence (social and spatial), and body transfer after completing a VRPT task. Even though participants in the VRPT conditions (No Hands, Chosen Hands, and Random Hands) signed the petition at higher rates than participants in the Control condition, the result was marginal, providing only partial support for Hypothesis 1. In terms of avatar representation, there was no significant difference between the No Hands and the Hands conditions (Chosen Hands and Random Hands) in the proportion of petitions signed. However, when it came to choice, as predicted, a significantly higher proportion of participants in the Chosen Hands condition signed the petition supporting affordable housing toward the homeless in comparison with participants in the Random Hands condition. These results suggest that there may not be a significant advantage to being virtually represented during VRPT tasks when it comes to petition signing. However, if users are going to be virtually represented, as is the case with most of the virtual experiences that are publicly available, giving them the ability to choose an aspect of their avatar increases prosocial behaviors.

Results also showed that despite our experimental manipulations (i.e. avatar representation and choice), there was no significant difference in the amount of head movements performed during the VRPT task. However, analysis of the tracking data revealed that yaw significantly predicted petition signing such that the more participants rotated their
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heads from side to side, the more likely they were to sign the petition. Past research has
demonstrated that yaw specifically can predict mental states (Li et al., 2017; Won et al.,
2016). However, this study, to our knowledge, is the first to show that those same head
rotations can be used to predict subsequent behaviors.

Embodied cognition theory posits that cognition is an interaction of the body and
mind (Barsalou, 2010). In other words, when an event occurs, the underlying sensory,
somatic, and motor states are stored, and when the event is remembered, the original
states are partially simulated. Thus, the interpretation and memory of a particular event
is rooted in the interaction of both cognitive and bodily states. VRPT tasks allow users to
visceral experience other people’s circumstances as if they were happening to them by
allowing users to physically react to the virtual experience using naturalistic movements
(e.g. head rotations). VRPT tasks thus activate the same sensory, somatic, and motor
states that would be activated if the experience was happening to the user in real life. Compared with traditional perspective taking tasks, VRPT tasks allow for the interaction
of both cognitive and bodily states, which could lead to a more accurate interpretation of
the virtual experience, and thus, a better understanding of other people’s perspectives
and circumstances. As such, it is possible that by rotating their heads at higher rates,
participants may be gathering more accurate information about what it would be like to
be homeless and how their body would feel like if they were actually in that situation
thereby enhancing the perspective taking task.

Moreover, scene-by-scene analysis showed that it was particularly participants’ yaw
head movements in the last two scenes of the Becoming Homeless experience that drove
these results. The last two scenes of the task are unique in that they are the only scenes
where participants get to interact with other virtual humans and where yaw rotations
were encouraged by making participants aware of their surroundings. For example, in
the bus scene, participants are warned that the man to their left may try to steal their
backpack while the man to their right has been known to harass homeless people. To
keep the man to their right away, they have to look at him. However, to keep the man to
their left from stealing their belongings, they have to keep an eye on him as well. Even
though all participants heard the same instructions and we observed variance across par-
ticipants in the amount of head rotations regardless of condition, it is possible that task
compliance (e.g. participants looking right and left to keep the men away from them) and
social interactions with the virtual humans improved the level of perspective taking and
led to subsequent prosocial behaviors. However, it is also possible that head rotations act
as a proxy for specific psychological experiences, for example vigilance (i.e. the state of
keeping careful watch for possible danger). Given participants were placed in virtual
environment depicting eviction, a police stop, thievery, and harassment, it is possible that
participants felt like they were in potential danger and constantly scanned the virtual
environment for threats. These scans, in turn, helped participants further understand not
only what it would be like to be homeless but what it would feel like to be in that situa-
tion as well. Future studies should assess whether or not head movements are a proxy for
vigilance or other possible explanations that tie movements to mental states.

Participants in the Random Hands, No Hands, and Control signed the petition at simi-
lar rates. To further understand these results, an exploratory analysis of the relationship
between head movement and behavior was conducted. Results showed that high movers
signed the petition at significantly higher rates than low movers and participants in the Control condition. In addition, participants in the Control condition were then divided into high and low movers to examine the possible causal relationship between movement and signatures. Given participants in the Control condition answered the petition question prior to completing the VRPT task, if participants who signed the petition also rotated their head more, this would be indicative that, in general, participants who sign the petition tend to move more but movement itself does not lead to more signatures. However, if there was no difference in the proportion of petitions signed between high and low movers in the Control condition, this result would indicate that movement during the VRPT task plays a significant role leading to more petitions being signed. Analysis of the tracking data for participants in the Control condition revealed that there was no difference between high and low movers, suggesting that increased yaw movements during VRPT task led to more signatures. These results suggest that when participants stay facing forward or forget that VR surrounds them, the VRPT experience yields less prosocial behaviors that are on par with the prosocial behaviors exhibited by those who did not complete a VRPT task. Although these results shed light on the possible causal relationship between movement and prosocial behaviors, future studies should examine this relationship more closely.

When it comes to social presence scores, planned contrasts demonstrated that there was no significant difference between the Hands (Chosen and Random Hands) and the No Hands condition. However, if participants have an avatar representation, which tends to be the case for most VRPT tasks, being able to choose their avatar’s skin tone led to significantly higher social presence scores in comparison with participants who were randomly assigned a skin tone. Past research has shown that when users are able to choose some aspect of their avatar, they are more likely to identify with their avatar (Klimmt et al., 2009) and report increased arousal (Lim and Reeves, 2009). It is possible that by being able to choose their skin tone, participants in the Chosen Hands condition identified with their avatar and felt they were better represented in the virtual environment. This increase in self-identification and perception of being accurately portrayed inside the virtual environment may have translated to participants feeling like the other virtual humans were also accurately depicting real people, and increased participant’s feeling of being inside the virtual environment with others (even if the virtual humans are programmed to behave a certain way).

There was no significant effect of condition on spatial presence, indicating that regardless of avatar representation and choice, participants felt they were inside the virtual environment at similar rates. There was also no significant effect of condition on body transfer scores. These results indicate that participants felt their avatar was their own at similar rates regardless of whether or not they got to choose its skin tone. Interestingly, participants in the No Hands condition report similar body transfer scores even though they did not embody an avatar.

**Limitations and future directions**

There are a number of limitations to this study. First, even though participants in the No Hands condition were not represented by a set of hands, they could still see a pointer in
the form of a line extending from their physical hands. Given participants were still able to control the pointer with naturalistic hand movements, it is possible that participants felt that the pointer was an extension of themselves. Future studies should have a condition where participants are not virtually represented at all to be able to more accurately assess the difference between having and not having a virtual representation during VRPT tasks.

Participants in the Random Hands condition in the California locations answered whether or not the skin tone that was randomly assigned to them matched their own. Two participants were excluded from the analysis because the skin tone randomly assigned matched the participants’ own. However, due to technical difficulties, these data were not collected for the participants in the New York location, so it is possible that a small percentage of participants in the Random Hands condition had hands that matched their own. While our goal was to examine the effect of being able to choose your own skin tone rather than the effect of embodying an avatar that matches your skin tone, future studies should ask participants in the Random Hands condition whether or not the skin tone they were assigned matched their own to avoid this confound.

In this study, participants’ head rotations were positively associated with prosocial behaviors and results indicated that this was driven by the VRPT task’s last two scenes which encouraged interactions between participants and both the virtual environment and virtual humans. However, the actual number of interactions with the virtual environment and the duration of those interactions were not recorded. Future studies should count and measure the length of these interactions and examine whether or not these results are driven by concrete interactions rather than exploration alone.

Participants in this study participated in the first ever self-contained study using VR, meaning they completed the entirety of the study while wearing the HMD. Even though this format allowed us to run participants at different locations around the country and gather a large, heterogeneous sample, we employed single-item scales for our dependent variables to prevent participant fatigue. Future studies should attempt to replicate this study’s findings using full-item scales measuring social presence, spatial presence, and body transfer to address this limitation.

In terms of task compliance and movement, future studies should examine whether VRPT experiences that are designed to encourage more head movements are more effective in comparison with VRPT experiences that restrict movement. Researchers should also assess whether the amount of movement is dependent on the type of VR experience the user is going through or if movement is an individual trait (i.e. users will tend to move their head at similar rates regardless of VR content). In addition, in terms of social interaction, future studies should examine whether or not exposure to and interaction with virtual humans depicting the social target of the VRPT task offer similar results to Allport’s (1954) intergroup contact hypothesis, which suggests that contact under appropriate conditions between different groups of people can result in reduced prejudice and potentially increased empathy.

It is also important to note that some of our hypothesis only received partial support. Results of this study suggest that the experience Becoming Homeless only marginally increased the number of petitions signed compared with the Control condition. Future
studies should examine the relationship between VRPT tasks and prosocial behaviors using different experiences to be able to generalize this finding across VRPT tasks. Past research has demonstrated that VRPT experiences can increase empathy for a myriad of social targets (Herrera et al., 2018); however, whether or not the increase in empathy mediates the relationship between VRPT tasks and prosocial behaviors is still unknown. Future studies should examine this relationship further by examining possible mediators and moderators.

**Conclusion**

This investigation sought to examine the effect that avatar representation, choice, and head movements had on prosocial behaviors and measures of presence after completing a VRPT task. Results showed that there is no significant advantage of having an avatar representation when it comes to prosocial behaviors or spatial presence. However, when participants were represented by an avatar, being able to choose their avatar’s skin tone led to more petition signatures and higher social presence scores in comparison to being randomly assigned a skin tone. This investigation also found that participant’s side to side head rotations significantly predicted whether or not participants signed the petition. Further analyses revealed that participants that have a tendency to continuously rotate their heads during a VRPT task signed more petitions than those who did not rotate their head as much. Overall, these results suggest that allowing users to embody and customize their avatar can increase prosocial behaviors. In addition, this investigation found that when participants fail to rotate their heads from side to side during a VRPT task, the amount of prosocial behaviors exhibited is on par with individuals who do not complete a VRPT task at all.
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